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Abstract
Software-Defined Networking (SDN) offers a flexible and centralized approach to manage modern network
infrastructures. However, the centralized nature of SDN also introduces new vulnerabilities, including
Distributed Denial-of-Service (DDoS), web- based attacks, and User to Root (U2R) intrusions. These threats
can compromise the SDN controller, leading to severe network disruptions and potential system failure. To
mitigate such risks, Network Intrusion Detection Systems (NIDS) are essential. In this project, we propose a
hybrid deep learning model that combines Convolutional Neural Networks (CNN) and Bidirectional Long
Short- Term Memory (BiLSTM) networks to enhance intrusion detection accuracy and performance in SDN
environments. The CNN layers are employed for automated feature extraction, while the BiLSTM layers
capture complex sequential attack patterns. Additionally, a hybrid feature selection method is used to
eliminate redundant and irrelevant features, thereby optimizing input quality and reducing training time.
Finally, the model is evaluated on UNSW-NB15, NSL-KDD, and InSDN datasets for both binary and multi-
class classification tasks. Experimental results demonstrate improved accuracy, generalization capability, and
detection efficiency. The proposed approach strengthens SDN security by providing a robust and scalable
intrusion detection framework.
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Introduction
In recent years, Software-Defined Networking (SDN) has emerged as a transformative architecture in
modern network management due to its programmability, centralized control, and dynamic network
configuration capabilities. However, this same flexibility introduces new security challenges, making SDNs
an attractive target for cyberattacks. Traditional intrusion detection systems (IDS) often fall short in handling
the complexity and volume of data generated in SDN environments.
To address these limitations, this project proposes a Hybrid Deep Learning Model with Feature Selection for
effective intrusion detection in SDNs. The system integrates the strengths of multiple deep learning models—
such as Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks—to
accurately learn both spatial and temporal features of network traffic. Additionally, feature selection
techniques are employed to reduce redundancy, improve model efficiency, and enhance detection
performance.
The goal is to build an intelligent, adaptive, and real-time intrusion detection system that can identify known
and unknown threats with high accuracy while minimizing false alarms. The proposed solution is tested
using benchmark intrusion datasets and evaluated through various performance metrics to ensure its practical
applicability in real SDN environments.
Motivation
As network infrastructures evolve, Software-Defined Networking (SDN) has become a key technology for
managing modern, scalable, and pr
This challenge motivates the development of a hybrid deep learning model that combines the strengths of
multiple neural architectures (e.g., CNN for spatial feature extraction and LSTM for temporal analysis). To
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further optimize performance, feature selection techniques are integrated to reduce noise, improve learning
speed, and focus the model on the most relevant traffic attributes. ogrammable networks. While SDNs offer
several advantages—such as centralized control, dynamic configuration, and simplified management—they
also introduce new security vulnerabilities due to their programmable nature and separation of control and
data planes. Moreover, the increasing volume and complexity of network traffic demand more advanced
detection techniques that can process large datasets efficiently and accurately.

Objective
The primary objective of this project is to develop a robust and efficient intrusion detection system (IDS)
tailored for Software Defined Networks (SDNs) by leveraging a hybrid deep learning model integrated with
feature selection techniques. SDNs, due to their centralized control and programmability, have transformed
traditional network architectures but have also introduced new security vulnerabilities. This project aims to
enhance the security of SDNs by accurately identifying malicious traffic and cyber threats through intelligent
data-driven methods.
The hybrid deep learning model combines the strengths of multiple deep learning architectures, such as
Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), to effectively capture both
spatial and temporal patterns in network traffic data. This hybrid approach allows for more comprehensive
detection of complex attack behaviors that might be overlooked by single-model systems. In addition, the
integration of feature selection algorithms ensures that only the most relevant and informative features are
used for training the model, thereby reducing computational complexity and improving detection accuracy.
Ultimately, the goal of this project is to deliver a scalable, accurate, and real-time intrusion detection
framework for SDNs. By combining advanced deep learning techniques with intelligent feature selection, the
system is expected to outperform traditional IDS models in terms of detection rate, false alarm rate, and
processing efficiency. This work contributes to the growing field of intelligent network security by offering a
practical and effective solution for mitigating threats in modern programmable network environments.

Literature Review
In this chapter, we delve into several significant research works to build a better understanding of the
techniques that have been proposed for Network Intrusion Detection Systems (NIDS), particularly within
Software-Defined Networking (SDN) environments. All these methods share a common goal - to enhance the
detection of network intrusions efficiently and accurately. As the famous quote goes, "To know the road
ahead, ask those coming back," it becomes clear that learning from previous research is not just beneficial,
but essential. This literature survey focuses on the most impactful works that relate to deep learning-based
intrusion detection, especially hybrid models like CNN and BI-LSTM, offering insights into how they have
influenced the direction of our proposed model.
Intrusion Detection Model of CNN-BiLSTM Algorithm Based on Mean Control
Authors: L. Zhang, J. Huang
In 2020, Zhang et al. proposed an advanced intrusion detection model that combines Convolutional Neural
Networks (CNN) with Bidirectional Long Short-Term Memory (BiLSTM) networks to enhance the detection
of cyber threats. The CNN component is used for extracting local spatial features from network traffic data,
while the BiLSTM component captures long- range temporal dependencies in the data stream. To further
improve the model's performance and stability, a mean control mechanism is introduced, which helps
regulate the training process and avoid overfitting. The model was presented at the IEEE 11th International
Conference on Software Engineering and Service Science (ICSESS) and demonstrated superior accuracy and
robustness in intrusion detection tasks.
Anomaly Detection in Encrypted Internet Traffic Using Hybrid Deep Learning
Authors: T. Bakhshi and B. Ghita
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In 2021, Bakhshi and Ghita tackled the challenge of intrusion detection in encrypted traffic by introducing a
hybrid deep learning approach. Published in Security and Communication Networks, their work addresses
the limitations of traditional intrusion detection systems, which often struggle with analyzing encrypted
data.Instead of relying on payload inspection, their model utilizes flow-based and statistical features
extracted from encrypted network traffic. The hybrid model combines both convolutional and recurrent
neural networks to effectively learn from the data's spatial and temporal characteristics. The results showed
that their method can accurately detect anomalies in encrypted traffic while preserving data confidentiality.
Network Intrusion Detection Combined Hybrid Sampling with Deep Hierarchical Network
Authors: K. Jiang, W. Wang
In 2020, Jiang and colleagues introduced a novel approach to network intrusion detection by integrating
hybrid sampling techniques with a deep hierarchical neural network. The study, published in IEEE Access,
addresses the common problem of class imbalance in network datasets by using a combination of
oversampling and undersampling methods to balance the training data. The deep hierarchical network then
processes the balanced data, enabling multi-level feature extraction for more precise detection of both
common and rare attack types. The proposed method showed significant improvements in detection accuracy,
precision, and recall.
An Efficient Flow-Based Multi-Level Hybrid Intrusion Detection
System for Software- Defined Networks
Authors:M. Latah and L. Toker
In their 2020 paper published in CCF Transactions on Networking, Latah and Toker proposed a multi-level
hybrid intrusion detection system tailored for Software-Defined Networks (SDNs). Their system uses flow-
based analysis, which focuses on high-level traffic patterns rather than packet content, making it lightweight
and scalable. The multilevel design combines signature-based detection (to quickly identify known threats)
and anomaly-based detection (to discover unknown or evolving attacks). The system was evaluated on a
range of SDN scenarios and demonstrated improved detection performance with reduced false alarm rates,
making it a practical solution for dynamic and large-scale network environments

ProposedModel
In this project, we propose a hybrid deep learning model that leverages the strengths of Convolutional Neural
Networks (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) networks to build an intelligent
and adaptive Network Intrusion Detection System (NIDS) for Software-Defined Networking (SDN)
environments. CNNs are renowned for their powerful feature extraction capabilities, especially in capturing
spatial correlations in input data. When applied to network traffic data, CNN can detect subtle patterns or
anomalies in the feature space that may indicate malicious behavior. On the other hand, BiLSTM is highly
effective at capturing temporal dependencies and bidirectional sequence information, which is vital for
understanding the chronological flow of network activities. By integrating CNN and BiLSTM, the proposed
system not only extracts complex spatial features from raw traffic data but also learns temporal dynamics to
accurately detect both known and unknown attacks. To enhance the model’s performance, a hybrid feature
selection approach is employed reduce dimensionality, eliminate irrelevant features, and retain the most
informative attributes.
This step ensures that the system remains efficient and robust, improving detection speed without
compromising accuracy
This study examines the economic and technical impact of implementing a CNN - BiLSTM-based Network
Intrusion Detection System (NIDS) in a Software-Defined Networking (SDN) environment. As organizations
have limited budgets for research and development, careful planning is required to ensure that the project
remains cost- effective and within allocated resources. The system was designed with economic efficiency in
mind. Most of the tools and frameworks used such as TensorFlow, Keras, and Scikit-learn—are open-source,
significantly reducing the software acquisition costs. Only hardware and some cloud-based services, if
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needed for scalable model training and deployment, incur additional expenses. The integration of CNN-
BiLSTM hybrid architecture improves intrusion detection accuracy, reducing false positives and improving
network security-ultimately justifying the system’s development cost through enhanced threat mitigation.

Fig.1. System Architecture
Preprocessing and Feature Engineering:
Input: Raw network traffic data collected from an SDN (Software-Defined Networking) environment using
standard datasets (e.g., NSL-KDD, CICIDS2017).
Data Cleaning: Handles missing values, removes duplicates, and normalizes the features to ensure
consistent data representation.
Feature Selection:
Filter-based Techniques: Employs statistical methods to identify relevant features based on correlation,
information gain, etc.
Wrapper-based Techniques: Uses machine learning models to evaluate feature subsets and their impact on
prediction performance.
Hybrid Selection: Combines filter and wrapper methods to select the most informative features and reduce
dimensionality.
Intrusion Detection with CNN-BiLSTM:
Feature Input: The selected and preprocessed feature vectors are used as input.
CNN Layer (Convolutional Neural Network):Extracts local spatial patterns and correlations among
features.
Captures the structure and hierarchy in the input data, acting as an effective feature extractor.
BiLSTM Layer (Bidirectional Long Short-TermMemory):Processes the output of the CNN layer in both
forward and backward directions.
Captures temporal dependencies in network traffic patterns, improving detection of complex and evolving
attacks.
Dense Layers: Used for final classification based on features learned from CNN and BiLSTM layers.
Classification and Performance Evaluation:
Output Layer: A softmax layer is used to classify traffic as normal or intrusion (multi-class for various
attack types).

EvaluationMetrics:

http://www.ijcsejournal.org/


International Journal of Computer Science Engineering Techniques – Volume 9 Issue 3, May - June - 2025

ISSN: 2455-135 http://www.ijcsejournal.org Page 168

1. Accuracy:Measures the percentage of correct predictions.
2. Precision,Recall,F1-Score:Used to evaluate model, performance especially in imbalanced classes.
3. ConfusionMatrix: Visual tool to understand misclassifications
The hybrid CNN-BiLSTMmodel outperforms traditional machine learning and deep learning models in
detecting various types of network
intrusions
CNN-BiLSTMHybridModel: A Deep Learning Approach:
CNN-BiLSTM is a hybrid deep learning architecture combining:
CNN (Convolutional Neural Network):
i. Efficiently captures spatial features from structured input data (feature vectors).
ii. Learns high-level representations of traffic features.
b. BiLSTM (Bidirectional Long Short-TermMemory):
i. Enhances the model's ability to capture temporal dynamics in both directions (past and future).
ii. Crucial for detecting time-dependent anomalies in network behavior
CNN-BiLSTM
CNN-BiLSTM:AHybrid Deep Learning Model for Network Intrusion Detection
CNN-BiLSTM is a hybrid architecture that combines Convolutional Neural Networks (CNNs) and
Bidirectional Long Short-Term Memory networks (BiLSTM) for effective intrusion detection in Software-
Defined Networks (SDNs).
CNN (Convolutional Neural Network): Used for automatic feature extraction from network traffic data. It
captures local spatial patterns in input sequences, such as sudden spikes or anomalies.
BiLSTM (Bidirectional Long Short-Term Memory): Enhances temporal analysis by learning from both
past and future time steps, capturing long-term dependencies in network traffic. This hybrid model improves
detection accuracy by combining the strength of spatial and emporal feature learning.
Data Flow Diagram :
This diagram shows the basic steps of a machine learning classification process. First, data preprocessing is
done using techniques like one-hot encoding and minmax scaling to prepare the data. Then, the data is split
into 80% for training and 20% for testing. Various classification models like Multilayer Perceptron, Support
Vector Machine (SVM), and K-Nearest Neighbors are used to train the data. After training, the model’s
performance is evaluated using metrics such as accuracy, precision, recall, and F1 score. Finally, the results
are obtained based on these evaluations.
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SYSTEM IMPLEMENTATION
Fig.2. Data Flow Diagram

7.1 SYSTEMMODULES

Fig.3. SystemModules
Data Collection Module:
Collects network traffic data (e.g., flow records) from SDN Environments. Can use sources like KDD Cup,
NSL-KDD, CICIDS, or real-time SDN controller logs.

Results & Analysis
The execution process of the project is shown below Step–
1: Setting up the environment

Step–2: Running the application and accessing the Web Interface using the URL
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Commands that are used for running the project(incmdprompt): To Activate virtual environment:
Myenv\scripts\activate To Run the application:
Streamlitrunapp.py To stop the application:
Ctrl + C
Step–3:Runstream lit

Step 4 : Home page of the project

Step–5: problem statement
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Step–6: project data description
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Step–7: Sample training data

Step–8: Know About Data

Step–9: Data Preprocessing Steps

Step–10: Exploratory Data Analysis
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Step–11: Machine learning Models Used

Step–12:Upload Test Data

Step–13:Model Predictions
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Conclusion
The CNN-BiLSTM model improves network intrusion detection in SDN by effectively identifying complex
attack patterns. By integrating CNN and LSTM architectures with an attention mechanism, the system improves
the detection of both known and unknown cyber threats. Additionally, the hybrid feature selection process
(combining filter-based, wrapper-based, and auto-encoder techniques) optimizes feature extraction, reducing
computational overhead while maintaining high accuracy. This approach enables real time, scalable, and
adaptive intrusion detection within SDN environments by leveraging the centralized control plane to respond
dynamically to security threats. Compared to traditional methods, the proposed system demonstrates higher
detection accuracy, lower false positive rates, and improved adversarial robustness.

Future Scope
The proposed hybrid deep learning model with feature selection for intrusion detection in Software Defined
Networks (SDNs) opens several avenues for future research. One key direction is the real-time implementation
and optimization of the model to ensure low latency and high throughput in dynamic SDN environments.
Enhancing the model’s adaptability to detect emerging and zero-day attacks through online or continual learning
is also crucial. Moreover, integrating explainable AI techniques can improve transparency and trust in the
system’s decisions. Future work can explore cross-domain applicability to test the model’s robustness across
different SDN architectures and traffic patterns. Additionally, improving feature selection methods using
advanced optimization techniques could further enhance detection accuracy while reducing computational
overhead, making the model more suitable for deployment in resource-constrained environments like edge or fog
computing.
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