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I. INTRODUCTION 

Surveillance systems can detect and track objects 

using either laser scanned data points [1–5] or 

videos [6, 7]. The detection of abnormal (e.g., [8–
17]) and normal (e.g., [18–21]) video events is a 

cardinal chore of a surveillance camera system.  But 

camera movement and vibration of objects affect 

the detection of true events.  For example, camera 

movements avoid true recognition of events due to 

ego-motion [22].  Pupil center localization is a must 

for robust eye gaze tracking systems.  As vibration 

on the pupil center location defects the accuracy 

and precision [23] of gaze on the eye tracking 

systems, the stability on the pupil center location is 

an important metric for all gaze trackers.  The 

automatic detection and tracking of human eyes 

specially pupils are a widely debated topic in the 

international scientific community. The applications 

of pupils’ detection and tracking include advanced 

interfaces, control of the level of human attention, 

biometrics, gaze estimation, and early screening of 

neurological pathologies.  Nowadays, human 

computer interface (HCI) [24] and brain computer 

interface [25] technologies are developing rapidly. 

Rather than keyboard and mouse inputs, HCI 

technologies focuses on various things e.g., human 

eyes, gestures, handshakes, body movements, and 

voices. Eye gaze estimation is the one of the most 

important HCI tools. The robust detection of pupil 

center locations would be the most difficult part, 

since the stability on the pupil localization is still a 

challenging issue in a low-cost paradigm. 

Many algorithms have been developed for eye 

gaze tracking systems and eye gesture detections. 

For examples, Zhou et al. [26] proposed projection 

functions for eye detection. Kroon et al. [27] 

explained applicability of eye localization for face 

matching. Markus et al. [28] hinted eye pupil 

localization with an ensemble of randomized trees.  

Asadifard et al. [29] proposed an automatic 

adaptive center of pupil detection using face 

detection and cumulative distribution function 

analysis.  Ponz et al. [30] addressed a topography-

based detection of the iris centre using multiple-

resolution images.  Leo et al. [31] described an 

unsupervised approach for the accurate localization 

of the pupils in near-frontal facial images.  Bai et al. 

[32] propose an eye location algorithm based on 

radial symmetry transform. Yang et al. [33] 

suggested an eye localization algorithm by means 

of multi-scale sparse dictionaries. Valenti et al. [34] 

hinted an eye center location algorithm using 

invariant isocentric patterns. Kim et al. [35] 
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estimated eye gaze using a webcam for region of 

interest detection.  Timm et al. [36] placed an 

algorithm for eye centre localisation by means of 

gradients.  Turkan et al. [37] localized human eye 

using edge projections. Campadelli et al. [38] 

proposed a precise eye localization through a 

general-to-specific model. Niu et al. [39] localized 

eye using 2D cascaded AdaBoost. Asteriadis et al. 

[40] detected an eye with the help of pixel to edge 

information. Hamouz et al. [41] located faces with 

feature-based affine-invariant. Cristinacce et al. [42] 

proposed a multi-stage approach to facial feature 

detection.  Behnke [43] used hierarchical recurrent 

networks for learning face localization. Jesorsky et 

al. [44] detected face by dint of the Hausdorff 

distance. Ince et al. [45] proposed a low-cost pupil 

center localization algorithm based on maximized 

integral voting of circular hollow kernels. 

The BioID images [46] were used to verify the 

performance of aforementioned algorithms. The 

normalized error of these methods is adopted as the 

performance measure for the estimated pupil center 

locations.  The error is calculated by a normalized 

error formula which is introduced by Jesorsky et al. 

[44]. The error measure uses the biggest error on 

both eye estimation and is defined ase = (max(dl, 

dr))/cs, where  dl   and  dr  are  the  Euclidean  

distances  between  the  calculated  and  the  true  

right  and  left  eye  centers. Maximum of the lapses 

is divided by the distance between the true eye 

centers cs  in spite of excluding the face size from 

the error measure.  Based on application the value 

of e can be applied to compare different methods, 

e.g., for eye tracking applications a high 

performance for e≤0.05 is required, whereas for 

applications that use the overall eyeposition such as 

face matching comparing the performance for e 

≤0.25 will be more suitable. Table 1 compared the 

performance using e ∈ {0.05,0.10,0.15,0.20,0.25}. 

But from Table 1, it is extremely hard to find out 

the superiority of any algorithm.  Besides, we 

cannot demonstrate the superiority of any algorithm 

without statistical tests. 

In this paper, the superiority measure of 

aforementioned algorithms has been evaluated 

based on statistical tests. An example of complete 

statistical analysis can be found in [47].   Statistical 

tests for paired data are more sensitive than those of 

unpaired data (independent) because of more data 

information.  We have designed experimental 

conditions to use statistical tests for paired data and 

reduce the number of trial runs. We have used the 

same initialized data for the set of methods at each 

trial run.  Parametric tests which can use 

information of assumed data distribution.  But 

parametric tests are more sensitive than those of 

non-parametric.  Multiple comparisons with a 

control algorithm have commonly been used to 

statistically demonstrate that one approach is better 

than its alternatives. Non-parametric tests [48] can 

deal with probabilistic and non-probabilistic 

methods without any restriction.  We have 

presented non-parametric test results with 

comparative study among various algorithms. We 

have performed tests adequate to multiple 

comparisons together with a set of post-hoc 

procedures to compare a control algorithm with 

other algorithms (1 × N comparisons). 

The rest of the paper is organized as:  Section 2. 

illustrates contrast estimation; Section 3. explains 

multiple comparisons with statistical tests; Section 

4. concludes the paper. 

II. CONTRAST ESTIMATION 

A contrast is a set of weights that explains a 

certain comparison over scores or averages.  

Contrast analysis is a relatively simple, but it serves 

as the building blocks of many statistical tests. In 

statistics, particularly in analysis of variance and 

linear regression, a contrast is a linear combination 

of variables (parameters or statistics) whose 

coefficients sum up to zero, allowing comparison of 

different treatments [49, 50].  For example, all 

coefficient values of the second column in the 

Table 2 and all coefficient values of the second row 

in the Table 2 and Table 3 are zero. Similarly, all 

coefficient values of the third column in the Table 2 

and all coefficient values of the third row in the 

Table 2 and Table 3 are zero and so on. Despite its 

numerous advantages, contrast analysis is hardly 

implemented in a convenient manner in many 

statistical software packages. 

III. MULTIPLE COMPARISONS 

A. z-score 

http://www.ijcsejournal.org/
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A z-score is known as a standard score and it can 

be placed on a normal distribution curve. Z-scores 

range from -3 standard deviations up to +3 standard 

deviations. To use a z-score, we need to know the 

mean µ and also the population standard deviation 

σ. Basic z score of a sample x can be expressed asz 

= (x−µ)/σ.For example, if x = 190, µ = 150, and σ 
= 25 then z score would be 1.6 standard deviations. 

A positive z-score tells the data point is above the 

mean. A negative z-score addresses that the data 

point is below mean. A z-score close to zero 

indicates that the data point is close to mean. The z 

core is used in financial sectors. For example, a 

lower z score of a company hints that the company 

is continuously moving towards insolvency or 

bankruptcy. However, we are more interested in 

multiple comparisons with statistical tests. We have 

performed tests adequate to multiple comparisons 

together with a set of post-hoc procedures for 1×N 

comparisons. We have demonstrated non-

parametric test results with comparative study 

among algorithms.  In conducting a hypothesis test, 

p-value of the test statistic and the level of 

significance α are required.  Both p-value and α 
would be easily confused because they are both 

probabilities and numbers between zero and one.  

The number α tells us how extreme observed results 

must be to reject the null hypothesis of a 

significance test.  The p-value of the test statistic is 

a way of saying how extreme that statistic is for our 

sample data.  The smaller the p-value, the more 

unlikely the observed sample. In statistical 

significance testing, the p-value is the probability of 

obtaining a test statistic result at least as extreme as 

the one that was actually observed, assuming that 

the null hypothesis is true [51]. Critics of p-values 

point out that the criterion used to decide statistical 

significance is based on an arbitrary choice of level 

(often set at 0.05) [52].  If significance testing is 

applied to hypotheses that are known to be false in 

advance, a non-significant result will simply reflect 

an insufficient sample size; a p-value depends only 

on the information obtained from a given 

experiment. 

B. Various Nonparametric Tests 

Friedman test [53] and its derivatives (e.g., Iman-

Davenport test [54]) are usually referred as one of 

the most important non-parametric tests for 

multiple comparisons. First of all, we have 

performed the Friedman test [53]. A usable 

characteristic of this test is that it ranks the 

algorithms from the best performing to the poorest 

one. However, it can only inform the researcher 

about the presence of differences among all samples 

of results com- pared. We have also performed two 

more alternatives the Friedman Aligned Ranks [55] 

and the Quade test [56], which differ in the way of 

computing the rankings and may lead to better 

results depending on the features of the 

experimental study considered.  After the null-

hypotheses have been rejected, we have proceeded 

with the post-hoc procedures to find the particular 

pairs of algorithms which produce differences.   

The post-hoc procedures comprise Bonferroni-

Dunn’s [57], Holm’s [58], Hochberg’s [59], 

Hommel’s [60, 61], Holland’s [62], Rom’s [63], 

Finner’s [64], and Li’s [65],  procedures in the case 

of 1 × N  comparisons, and Nemenyi’s [66], 

Shaffer’s [67], and Bergmann-Hommel’s [68] 

procedures in the case of N × N comparisons.  The 

Bonferroni- Dunn’s procedure [57] leads to the 

statement that the performance of two algorithms is 

significantly different if the corresponding average 

of rankings is at least as great as its critical 

difference.Holm’s procedure [58] which checks 

sequentially hypotheses ordered according to their 

p-values from the lowest to the highest.  All 

hypotheses for which p-value is less than the 

significance level α divided by the number of 

algorithms minus the number of a successive step 

are rejected.  All hypotheses with greater p-values 

are supported. Holland’s [62] and Finner’s [64] 

procedures, also adjust the value of α in a step-

down manner as Holm’s step-down method [58] 

does.  The Hochberg’s procedure [59] operates in 

the opposite direction to the former, comparing the 

largest p-value with α, the next largest with α/2, and 
so on until it encounters a hypothesis it can reject.  

Rom [63] devised a modification to Hochberg’s 

step-up procedure [59] to increase its power.  In 

turn, Li [65] hinted a two-step rejection procedure. 

 

C. Tools used for Nonparametric Tests 
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Statistical analysis of the results of experiments 

was performed using the available software1 and 

the open source JAVA program calculates multiple 

comparison procedures: Friedman [53], Iman et al. 

[54], Bonferroni et al. [57], Holm [58], Hochberg 

[59], Holland [62], Rom [63], Finner [64], Li [65], 

Shaffer [67], and Bergamnn et al. [68] tests as well 

as adjusted p-values. When all possible pairwise 

comparisons need to be performed, the easiest is the 

Nemenyi’s procedure [66].  It assumes that the 

value of the significance level α is adjusted in a 
single step by dividing it merely by the number of 

comparisons performed.  It is a very simple way but 

has little power.  The Shaffer’s static routine [67], 

in turn, follows the Holm’s step-down method [58].  

At a given stage, it rejects a hypothesis if the p-

value is less than α divided by the maximum 
number of hypotheses which can be true given that 

all previous hypotheses are false.  The Bergmann et 

al.’s [68] scheme is characterized by the best 

performance, but it is also the most sophisticated 

and so difficult to understand and computationally 

expensive.  It consists in finding all the possible 

exhaustive sets of hypotheses for a certain 

comparison and all elementary hypotheses which 

cannot be rejected.  The details of the procedure are 

described in Bergmann et al. [68], Garcia et al. [69] 

and the rapid algorithm for conducting this test in 

presented in Hommel et al. [61]. 

D. Multiple Comparison Nonparametric Tests 

Table 4 depicts the average ranks computed using 

Friedman [53], Friedman Aligned Ranks [55], and 

Quade [56] non-parametric tests.  To achieve the 

test results Friedman [53], Friedman Aligned Ranks 

[55], and Quade [56] non-parametric tests are 

applied to the average number of estimated cost 

fitness values.  The purpose of using Friedman [53], 

Friedman Aligned Ranks [55], and Quade [56] non-

parametric tests is to determine whether there are 

significant differences among the algorithms 

considered over given sets of data [56].   These tests 

obtain the ranks of the algorithms for each 

individual data set, i.e., the best performing 

algorithm receives the rank of 1, the second-best 

rank 2, etc.  Here, we have not discussed the non-

parametric methods, however, the mathematical 

equations and further explanation of the non-

parametric procedures of Friedman [53], Friedman 

Aligned Ranks [55], and Quade [56] can be found 

in the literatures (e.g., Quade [56]). 

Based on the obtained results in the Table 4, 

algorithm of Kim et al. [35] was the best 

performing algorithm of the comparison, with 

average rank of 1.59, 22.0, and 1.46 for Friedman 

[53], Friedman Aligned Ranks [55], and Quade [56] 

tests, respectively.   This demonstrates that 

algorithm of Kim et al. [35] provides great 

performance to localize pupils. The second-best 

algorithm was Ponz et al. [30] with average rank of 

3.59, 24.79, and 3.33 for Friedman [53], Friedman 

Aligned Ranks [55], and Quade [56] tests, 

respectively.  The p-values computed through the 

statistics of each of the tests considered 

(1.580422459×10
−10

, 0.9997200783712 and1.38749 

× 10
−7

). 

E. Post-hoc procedures for 1 × N comparisons 

The post-hoc procedures comprise Bonferroni-

Dunn’s [57], Holm’s [58], Hochberg’s [59], 

Hommel’s [60, 61], Holland’s [62], Rom’s [63], 

Finner’s [64], and Li’s [65], procedures in the case 

of 1 × N comparisons; and Nemenyi’s [66], 

Shaffer’s [67], as well as Bergmann-Hommel’s [68] 

procedures in the case of N × N comparisons. In 

these statistical analysis tests, multiple comparison 

post-hoc procedures considered for comparing the 

control algorithm Kim et al. [35] with the rest of 

algorithms. The results are shown by computing p-

values for each comparison. Tables 5, 6, and 7 

demonstrate the p-values obtained, using the ranks 

computed by the Friedman [53], Friedman Aligned 

Ranks [55], and Quade [56] non-parametric tests, 

respectively.  Based on the computed results, all 

tests presented significant improvements of the Kim 

et al. [35] over its alternative algorithms for all the 

post-hoc procedures considered. 

In brief, based on the results of aforementioned 

multiple comparisons with statistical tests it would 

be easy to make an exclusive conclusion that for 

pupil center localization the algorithm of Kim et al. 

[35] outperformed over its alternative algorithms. 

Future work would include all possible pairwise 

comparisons (i.e., N ×N comparisons).  Future 

study would also include determination of 

http://www.ijcsejournal.org/
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computational complexity deeming various 

computer hardware implementations [70–73]. 

 

IV. CONCLUSIONS 

We studied the superiority measure of 

miscellaneous pupil center localization algorithms 

based on statistical tests.   We performed average 

rankings of various algorithms using the non-

parametric statistical procedures, statistics, and p-

values. Future study would include N × N 

comparisons of different algorithms. 

 

 

Table 1. Performance comparison of various methods using e. Insufficient information is denoted 
by dash. 

 

Methods   Accuracy   Learning 
        

 e   0:05 e   0:10 e   0:15 e   0:20 e   0:25 Average Required? 

Zhou et al. [26] - - - - 94.81% - No 
        

Kroon et al. [27] 65.02% 87.01% - - 98.78% 83.58% Yes 
        

Markus et al. [28] 89.90% 97.10% - - 99.70% 95.57% Yes 
        

Asadifard et al. [29] 47.00% 86.00% 89.00% 93.00% 96.00% 82.20% No 
        

Ponz et al. [30] 82.67% 94.97% 97.07% 98.78% 99.71% 94.64% N0 
        

Leo et al. [31] 77.01% 86.23% 84.45% 86.86% 90.01% 84.91% No 
        

Bai et al. [32] 37.03% 64.00% 84.87% 90.05% 96.01% 74.39% No 
        

Yang et al. [33] 89.60% 95.59% 96.24% 98.39% 99.10% 95.78% Yes 
        

Valenti et al. [34] 86.09% 91.67% 94.57% 97.09% 97.87% 93.46% Yes 
        

Kim et al. [35] 86.98% 96.76% 98.68% 99.66% 99.93% 96.40% N0 
        

Timm et al. [36] 82.50% 93.40% 95.20% 96.60% 98.00% 93.14% No 
        

Turkan¨ et al. [37] 18.62% 73.70% 94.21% 98.68% 99.59% 76.96% Yes 
        

Campadelli et al. [38] 62.01% 85.19% 87.58% 91.63% 96.09% 84.50% Yes 
        

Niu et al. [39] 75.01% 93.02% 95.79% 96.38% 96.98% 91.44% Yes 
        

Asteriadis et al. [40] 44.01% 81.68% 92.61% 96.02% 97.38% 82.34% No 
        

Hamouz et al. [41] 58.60% 75.01% 80.78% 87.62% 91.01% 78.60% Yes 
        

Cristinacce et al. [42] 56.99% 96.02% 96.49% 97.03% 97.09% 88.72% Yes 
        

Behnke [43] 37.01% 86.01% 95.02% 97.50% 98.01% 82.71% Yes 
        

Jesorsky et al. [44] 38.00% 78.79% 84.68% 87.22% 91.78% 76.09% Yes 
        

Ince et al. [45] 81.74% 90.99% 93.63% 95.22% 98.79% 92.07% No 
        

 
 

 
Table 2. Contrast weights Estimation (1 of 2) 

 
 Zhou et al. [26] Kroon et al. [27] Markus et al. [28] Asadifard et al. [29] Ponz et al. [30] Leo et al. [31] Bai et al. [32] Yang et al. [33] Valenti et al. [34] Kim et al. [35] 

Zhou et al. [26] 0.000 -67.59 -76.82 -75.87 -83.91 -73.15 -71.01 -83.96 -82.11 -85.40 

Kroon et al. [27] 67.59 0.000 -9.228 -8.281 -16.32 -5.551 -3.415 -16.36 -14.51 -17.81 

Markus et al. [28] 76.82 9.228 0.000 0.9470 -7.091 3.677 5.813 -7.137 -5.286 -8.581 

Asadifard et al. [29] 75.87 8.281 -0.9470 0.000 -8.038 2.730 4.866 -8.084 -6.233 -9.528 

Ponz et al. [30] 83.91 16.32 7.091 8.038 0.000 10.77 12.90 -0.04500 1.806 -1.489 

Leo et al. [31] 73.15 5.551 -3.677 -2.730 -10.77 0.000 2.136 -10.81 -8.962 -12.26 

Bai et al. [32] 71.01 3.415 -5.813 -4.866 -12.90 -2.136 0.000 -12.95 -11.10 -14.39 

Yang et al. [33] 83.96 16.36 7.137 8.084 0.04500 10.81 12.95 0.000 1.851 -1.444 

Valenti et al. [34] 82.11 14.51 5.286 6.233 -1.806 8.962 11.10 -1.851 0.000 -3.295 

Kim et al. [35] 85.40 17.81 8.581 9.528 1.489 12.26 14.39 1.444 3.295 0.000 

Timm et al. [36] 82.15 14.56 5.329 6.276 -1.762 9.006 11.14 -1.808 0.04350 -3.252 

http://www.ijcsejournal.org/


 International Journal of Computer science engineering Techniques-– Volume 5 Issue1, February 2020 

ISSN: 2455-135X                                        http://www.ijcsejournal.org Page 6 

Turkan et al. [37] 79.05 11.46 2.233 3.180 -4.858 5.910 8.046 -4.904 -3.053 -6.348 

Campadelli et al. [38] 75.16 7.563 -1.665 -0.7175 -8.756 2.012 4.148 -8.801 -6.950 -10.25 

Niu et al. [39] 81.70 14.11 4.879 5.826 -2.213 8.555 10.69 -2.258 -0.4070 -3.702 

Asteriadis et al. [40] 77.80 10.21 0.9780 1.925 -6.113 4.655 6.791 -6.159 -4.308 -7.603 

Hamouz et al. [41] 69.03 1.432 -7.796 -6.849 -14.89 -4.119 -1.983 -14.93 -13.08 -16.38 

Cristinacce et al. [42] 82.15 14.56 5.333 6.280 -1.758 9.010 11.15 -1.804 0.04750 -3.248 

Behnke et al. [43] 79.64 12.04 2.813 3.761 -4.278 6.490 8.626 -4.323 -2.472 -5.767 

Jesorsky et al. [44] 71.07 3.477 -5.750 -4.803 -12.84 -2.073 0.06250 -12.89 -11.04 -14.33 

Ince et al. [45] 83.33 15.74 6.508 7.455 -0.5830 10.19 12.32 -0.6280 1.223 -2.072 

 

    Table 3. Contrast Estimation (2 of 2)      
            

   Timm et al. [36]Turkan et al. [37]Campad. et al. [38]Niu et al. [39]Asteriadis et al. [40]Hamouz et al. [41]Cristin. et al. [42]Behnke et al. [43]Jesorsky et al. [44]Ince et al. [45] 

 Zhou et al. [26] -82.15 -79.05 -75.16 -81.70 -77.80 -69.03 -82.15 -79.64 -71.07 -83.33  

 Kroon et al. [27] -14.56 -11.46 -7.563 -14.11 -10.21 -1.432 -14.56 -12.04 -3.477 -15.74  

 Markus et al. [28] -5.329 -2.233 1.665 -4.879 -0.9780 7.796 -5.333 -2.813 5.750 -6.508  

 Asadifard et al. [29] -6.276 -3.180 0.7175 -5.826 -1.925 6.849 -6.280 -3.761 4.803 -7.455  

 Ponz et al. [30] 1.762 4.858 8.756 2.213 6.113 14.89 1.758 4.278 12.84 0.5830  

 Leo et al. [31] -9.006 -5.910 -2.012 -8.555 -4.655 4.119 -9.010 -6.490 2.073 -10.19  

 Bai et al. [32] -11.14 -8.046 -4.148 -10.69 -6.791 1.983 -11.15 -8.626 -0.06250 -12.32  

 Yang et al. [33] 1.808 4.904 8.801 2.258 6.159 14.93 1.804 4.323 12.89 0.6280  

 Valenti et al. [34] -0.04350 3.053 6.950 0.4070 4.308 13.08 -0.04750 2.472 11.04 -1.223  

 Kim et al. [35] 3.252 6.348 10.25 3.702 7.603 16.38 3.248 5.767 14.33 2.072  

 Timm et al. [36] 0.000 3.096 6.993 0.4505 4.351 13.12 -0.004000 2.515 11.08 -1.179  

 Turkan et al. [37] -3.096 0.000 3.898 -2.646 1.255 10.03 -3.100 -0.5805 7.983 -4.275  

 Campadelli et al. [38] -6.993 -3.898 0.000 -6.543 -2.643 6.131 -6.997 -4.478 4.086 -8.173  

 Niu et al. [39] -0.4505 2.646 6.543 0.000 3.901 12.67 -0.4545 2.065 10.63 -1.630  

 Asteriadis et al. [40] -4.351 -1.255 2.643 -3.901 0.000 8.774 -4.355 -1.836 6.728 -5.530  

 Hamouz et al. [41] -13.12 -10.03 -6.131 -12.67 -8.774 0.000 -13.13 -10.61 -2.046 -14.30  

 Cristinacce et al. [42] 0.004000 3.100 6.997 0.4545 4.355 13.13 0.000 2.519 11.08 -1.175  

 Behnke et al. [43] -2.515 0.5805 4.478 -2.065 1.836 10.61 -2.519 0.000 8.564 -3.695  

 Jesorsky et al. [44] -11.08 -7.983 -4.086 -10.63 -6.728 2.046 -11.08 -8.564 0.000 -12.26  

 Ince et al. [45] 1.179 4.275 8.173 1.630 5.530 14.30 1.175 3.695 12.26 0.000   
 

 
Table 4. Average rankings of algorithms using the non-parametric statistical procedures, statistics, and p-values. 

 

Various Approaches 
 Multiple Comparison Tests  
   

Friedman [53] Friedman Aligned Ranks [55] Quade [56]  
    

Kim et al. [35] 1.59 22.00 1.4666666666666666 

Ponz et al. [30] 3.59 24.79 3.333333333333333 

Yang et al. [33] 4.20 26.40 4.266666666666666 

Ince et al. [45] 5.00 27.80 4.933333333333334 

Timm et al. [36] 7.79 31.79 7.799999999999999 

Valenti et al. [34] 7.80 32.8 7.733333333333333 

Cristinacce et al. [42] 7.80 43.59 6.6000000000000005 

Markus et al. [28] 8.60 56.80 1.933333333333332 

Niu et al. [39] 9.20 38.19 8.600000000000001 

Behnke [43] 10.2 50.2 9.133333333333333 

Turkan¨ et al. [37] 10.8 55.4 10.066666666666666 

Asteriadis et al. [40] 12.59 58.39 12.333333333333332 

Campadelli et al. [38] 13.0 57.19 12.999999999999999 

Kroon et al. [27] 13.0 72.6 15.199999999999998 

Asadifard et al. [29] 13.4 58.8 12.733333333333334 

Leo et al. [31] 14.4 52.6 14.533333333333333 

Bai et al. [32] 15.8 68.60 15.466666666666669 

Hamouz et al. [41] 16.0 70.19 15.799999999999999 

Jesorsky et al. [44] 16.2 69.19 15.866666666666667 

Zhou et al. [26] 19.0 92.6 19.199999999999999 

Statistics 7.210384356035096 4.542517260779414 5.10947559806229 
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p-value 1:580422459  10 
10 

0.9997200783712678 1:38749  10 
7 
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