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I.     INTRODUCTION 

A tumour can be graded into several stages 

by the analysis of abnormality of the tumour cells 

and tissues. This grading gives us the acute 

probability of tumour growth in size and its 

spreading. Tumour grade can be determined using 

biopsy. Five major types of brain tumours:  

1) Glioma, 2) Meningioma, 3) Metastatic 

adenocarcinoma, 4) Metastatic bronchogenic 

carcinoma, and 5) Sarcoma are considered for 

computerized classification.   

A database has been created that contains images 

associated with its corresponding class label for 

testing and training the classifiers. Initially MRI 

Image is normalized and then extracted features are 

taken for classification.   Proposed work exhibits 

the application of Fuzzy Inference System (FIS) 

based classifier known as Adaptive Neuro-Fuzzy 

Inference System (ANFIS) to successfully classify  

 

the five major types of brain tumours. Literature 

Reviews 

  

Many researchers have attempted to correctly 

classify brain tumours into appropriate types. A 

texture based analysis [1] on Gabor wavelets to 

improve the accuracy of classification was used in 

feature extraction steps and support vector 

machine-based classifier to classify the tumours. 

Another technique [2] of discrete wavelet 

transforms on the MRI slices to extract the features 

and then minimized using principal component 

analysis was used to classify brain tumour. In their 

work [3] two types of classifiers were used: feed 

forward back propagation neural network and K-

nearest neighbours. Some hybrid models such as 

support vector machine recursive feature 

elimination (SVM-RFE) were used [4] for 

classification. Ranking based criterion that tests the 

discriminative power of each distinct feature was 

used as SVM-RFE to produces an optimal 

performance for the classifier.  Segmentation of 
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region of interest before feature extraction has been 

done in some of the works [4].  

 MRI brain abnormalities segmentation study 

are formed by cutting various shapes and size of 

abnormalities and pasting it onto normal brain 

tissue [5]. The statistical analysis method of 

receiver operating characteristic (ROC) was used to 

calculate the accuracy. An automatic method [6

that integrates knowledge-based techniques with 

multispectral analysis for tumour labels 

identification. The results of the system correspond

well to ground truth, both on a per state basis and 

more importantly in tracking total volume during 

treatment over time. The back propagation learning 

algorithm is a supervised learning method that can 

be used with multilayer networks and nonlinear 

differentiable transfer functions. Neural network 

and ANN perform much better when dealing with 

multi-dimensions and continuous features. 

paper, a FIS based adaptive neural network known 

as ANFIS is used to classify the major five types of 

brain tumour from standard datasets with accuracy 

estimations.  

Proposed Methodology 

 Artifacts and skull elimination is used to 

remove unnecessary regions of MRI.  Then they are 

normalized to a range for feature extraction process.  

After performing the training on a set of existing 

known data set then test the data for appropriate 

classes that help incorrect medical decision making 

and diagnosis of brain tumour. The brief 
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normalized to a range for feature extraction process.  

set of existing 

known data set then test the data for appropriate 

classes that help incorrect medical decision making 

and diagnosis of brain tumour. The brief 

implementation of the technique has been shown in 

the figure 1. 

Figure 1: Workflow of the tumour classification

 The images have been collected from brain 

atlas [7] and other mentioned dataset [6

consider that y)f(x, is the function that represents 

the intensity level for each pixel

Ax ,,2,1 L= By ,,2,1 L= . Grey

calculation involves each pixel. Probability density 

for each occurring pixel intensity level 

is calculated dividing them with 

number of pixels. 

Classification step occurs in two 

consecutive steps: a learning phase and testing 

phase. In learning phase it need

that can successfully classify a dataset. 

propagation algorithm is an optimization procedure 

based on gradient descent that adjusts the weights 

to reduce the system error. During the learning 

phase, input patterns are presented to the network, 

and the network parameters are changed to bring 

the actual outputs closer to the desired target values. 
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tumour classification 

en collected from brain 

nd other mentioned dataset [6-7]. Now 

is the function that represents 

the intensity level for each pixel y)(x,  in the image

. Grey-level histogram 

calculation involves each pixel. Probability density 

for each occurring pixel intensity level 1,,1,0 −NL

is calculated dividing them with )(ih by the total 

Classification step occurs in two 

consecutive steps: a learning phase and testing 

earning phase it needsto build a model 

that can successfully classify a dataset. Back 

propagation algorithm is an optimization procedure 

based on gradient descent that adjusts the weights 

to reduce the system error. During the learning 

phase, input patterns are presented to the network, 

and the network parameters are changed to bring 

he actual outputs closer to the desired target values. 
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If there is any difference with target values then it is 

treated as errors.  This errors are some scalar 

function of the weights and are adjusted to reduce 

errors. 

Results 

The training dataset is generated from image 

database [5-8]. In this processes, the images are 

normalized to the feature vector containing 12 

features are extracted from the slices.  This vector is 

generated for 20 input slices shown in Figure 2has 

been illustrated by Table 1 and Table 2. 

 

Figure 2:  20 input slices passed through the 

normalization and feature extraction processes for 

classification. After classification we found that 

slices I1-I4 are Type 1 (Sarcoma); slicesI5-I8 are 

Type 2 (Meningioma); slices I9-I12 are Type 3 

(Metastatic adenocarcinoma); slices I13-I16 are 

Type 4 (Metastatic bronchogenic 

carcinoma);slicesI17-I20 are Type 5 (Glioma) 

Each of the generated feature vector from the 

normalized grayscale image is calculated from 1
st
 

order histogram based features and features from 

Gray Level Co-occurrence Matrix. Table 1 and 

Table 2 show the feature vectors of the normalized 

grayscale image.  

Table 1: Feature vector from the normalized 

grayscale MR image 

 
 

 

Table 2: Feature vector from the normalized 

grayscale MR image (continuation of Table 1) 
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Each tuple contains its class label which 

denotes its tumour type which is used to build IF-

THEN rules to generate the FIS. An adaptive 

network is then built depending on the training 

tuples and the FIS. ANFIS is trained network that is 

used to generate the class label for the input slices. 

The class labels mentioned here were taken 

accordingly as: Class 1 = Sarcoma, Class 2 = 

Meningioma, Class 3 = Metastatic adenocarcinoma, 

Class 4 = Metastatic bronchogenic carcinoma, Class 

5 = Glioma. The classifier gives fuzzy numbers as 

output which is de- fuzzified to get the crisp actual 

class labeled values. Performance measurement 

metrics value of 5 major tumour types as the 

different class has been shown in Table 3. 

Table 3: Classification rates of an ANN 

classifier for brain tumour 

 

Conclusions 

 Analysis with a large number of variables 

requires a large amount of memory and 

computation power or a classification algorithm 

which over-fits the training sample and also 

generalizes successfully to new samples. 

Automation of a model for computing an estimate 

of the type of tumour are verified by a radiologist, 

and a simultaneous measure of the quality of each 

phase assess the automated image classification and 

segmentation algorithm performance. The proposed 

system can help the physicians to identify the type 

of brain tumours for further treatment. 

References 

[1] Yi-hui Liu, ManitaMuftah, Tilak Das, Li Bai, 

Keith Robson and Dorothee Auer, “Classification 

of MR Tumor Images Based on Gabor Wavelet 

Analysis”, Journal of Medical and Biological 

Engineering, volume 32, number 1, pp. 22-28, 2011.  

 

[2] El-Sayed A, El-Dahshan, Abdel-Badeeh M. 

Salem and Tamer H.Younis, “A hybrid technique 

for automatic MRI brain images classification”, 

StudiaUniv, Babes Bolyai, Informatica, Vol. LIV, 

2009.  

 

[3] Evangelia I. Zacharaki, Sumei Wang, Sanjeev 

Chawla, Dong SooYoo, Ronald Wolf, Elias R. 



 International Journal of Computer Science Engineering Techniques – Volume 3 Issue 4, Sept-Oct 2018 

ISSN: 2455-135X                                        http://www.ijcsejournal.org                                         Page 5 

Melhem and Christos Davatzikos, “MRI-based 

classification of brain tumor type and grade using 

SVM-RFE”, IEEE International Symposium on 

Biomedical Imaging, pp. 1035-1038, 2009.  

 

[4] Shafaf Ibrahim, Noor Elaiza Abdul Khalid, 

“Image Mosaicing for evalustion of MRI Brain 

Tissue abnormalities segmentation study,” 

Int.J.Biology and Biomedical Engineering, volume 

5, numbe 4, pp 181-189, 2011.  

 

[5] Matthew C Clark, Lawrence O.Hall, “Automatic 

tumor segmentation using Knowledge based 

techniques,” IEEE transactions on medical imaging, 

Vol. 17, No 2, April 1998 

[6]Whole Brain Atlas: MR brain image [online 

(2013), 

http://www.med.harvad.edu/AANLIB/home.html]  

 

[7] BrainWeb: Simulated Brain MR brain image 

dataset [online (2013), 

http://brainweb.bic.mni.mcgill.ca/brainweb/]  

 

[8] The EASI MRI Home : MR brain image [online 

(2013), http://www.easidemographics.com/cgi-

bin/dbmri.asp] 

 
 

 

 

 


